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3 Instituto Nacional de Matemática Pura e Aplicada (IMPA) - Rio de Janeiro, RJ, Brazil
rob@impa.br,sgriff@impa.br

4 Universidade Estadual do Ceará (UECE) - Fortaleza, CE, Brazil
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Abstract. A connected vertex ordering of a graph G is an ordering v1 < v2 <
· · · < vn of V (G) such that vi has at least one neighbour in {v1, . . . , vi−1},
for every i ∈ {2, . . . , n}. A connected greedy colouring is a colouring obtained
by the greedy algorithm applied to a connected vertex ordering. In this paper
we study the parameter Γc(G), which is the maximum k such that G admits a
connected greedy k-colouring, and χc(G), which is the minimum k such that a
connected greedy k-colouring of G exists. We prove that computing Γc(G) is
NP-hard for chordal graphs and complements of bipartite graphs. We also prove
that if G is bipartite, Γc(G) = 2. Concerning χc(G), we first show that there is
a k-chromatic graph Gk with χc(Gk) > χ(Gk), for every k ≥ 3. We then prove
that for every graph G, χc(G) ≤ χ(G) + 1. Finally, we prove that deciding if
χc(G) = χ(G), given a graph G, is a NP-hard problem.
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1 Introduction

A k-colouring of a graph G = (V,E) is a surjective mapping ψ : V → {1, 2, . . . , k}
such that ψ(u) 6= ψ(v) for any edge uv ∈ E. A k-colouring may also be seen as
a partition of the vertex set of G into k disjoint stable sets Si = {v | ψ(v) = i},
1 ≤ i ≤ k. The elements of {1, . . . , k} are called colours, and the set of vertices with
a given colour is a colour class. A graph is k-colourable if it admits a k-colouring.
The minimum number of colours in a colouring of a graph G is its chromatic number,
defined as χ(G) = min{k | G is k-colourable}. We say that G is k-chromatic if
χ(G) = k.

Graph colourings are a natural model for problems in which a set of objects is to
be partitioned according to some prescribed rules. For example, problems of schedul-
ing [11], frequency assignment [5], register allocation [2,3], and the finite element
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2 Connected greedy colourings

method [9], are naturally modelled by colourings. While it is easy to find a colouring
when no bound is imposed on the number of colour classes, for most of these applica-
tions the challenge consists in finding one that minimizes the number of colours.

To decide if a graph admits a colouring with k colours is an NP-complete problem,
even if k is not part of the input [7]. Moreover, the chromatic number is hard to ap-
proximate: for all ε > 0, there is no algorithm that approximates the chromatic number
within a factor of n1−ε unless P = NP [8,13].

Greedy colourings and its best and worst case behaviour. The most basic and
widespread algorithm producing colourings is the greedy algorithm or first-fit algo-
rithm. Given a vertex ordering σ = v1 < v2 < · · · < vn of V (G), the greedy algorithm
colours the vertices in the order σ assigning to vi the smallest positive integer not al-
ready used in its lower-indexed neighbours. A greedy colouring is a colouring obtained
from the greedy algorithm.

A remarkable property of the greedy algorithm is that it is always possible to find
an optimal colouring by using it. That is, given any graph G, there exists an ordering of
V (G) such that the greedy algorithm produces a greedy colouring with χ(G) colours.
To see that this is true, consider a colouring S1, S2, . . . , Sk and any vertex ordering in
which the vertices of Si precede those of Si+1, for 1 ≤ i ≤ k−1. The greedy algorithm
applied to any such ordering produces a greedy colouring with at most k colours. When
choosing k = χ(G), we get a greedy colouring with χ(G) colours.

Although greedy colourings with an optimal number of colours exist, this property
is not achieved by any vertex ordering. Consider for example the path on four vertices
P4. Any ordering of the vertices of P4 in which the vertices of degree one precede the
vertices of degree two produces a greedy colouring with three colours. The worst-case
behaviour of the greedy algorithm on a graph G is measured by the Grundy number
Γ (G), which is the largest k such that G has a greedy k-colouring. It’s known that
χ(G) ≤ Γ (G) ≤ ∆(G) + 1. Unfortunately, colourings obtained by the greedy algo-
rithm can be arbitrarily far from an optimal colouring. The difference Γ (G)−χ(G) can
be arbitrarily large, even for trees. This can be seen with the k-binomial-tree Bk, first
defined in [1]. The tree B1 is the tree on one vertex. The tree Bk, for k ≥ 2, is built from
a copy of Bk−1 by adding |V (Bk−1)| new vertices and matching them with the vertices
from the copy of Bk−1. A simple induction can be used to show that Γ (Bk) = k, while
in fact χ(Bk) = 2, since Bk is a tree.

While the Grundy number can be computed in polynomial time for trees [1] and
partial k-trees [10], the corresponding optimization problem is NP-hard for general
graphs. It remains NP-hard for complements of bipartite graphs [12], bipartite graphs
and chordal graphs [6].

Connected greedy colourings. A connected greedy colouring of a connected graph
G = (V,E) is a greedy colouring obtained from a connected ordering σ = v1 < v2 <
· · · < vn of V (G), that is, an ordering of the vertices with the property that vi has
at least one neighbour in {v1, . . . , vi−1} for every i ∈ {2, . . . , n}. In other words, if
Vi = {v1, . . . , vi}, then G[Vi] is connected for every i ∈ {2, . . . , n}. In this paper
we study connected greedy colourings with a focus on upper and lower bounds for the
number of colours used.
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The paper is organized as follows. In Section 2 we consider the worst-case be-
haviour of connected greedy colourings. In order to do so we define the connected
Grundy number Γc(G), which is the maximum k such that G admits a connected
greedy colouring with k colours. We prove that, for a bipartite graph, the connected
Grundy number is always equal to the chromatic number of the graph. We show that
the difference Γc(G)−χ(G) can be arbitrarily large for chordal planar graphs. We also
show that determining the connected Grundy number is NP-hard on chordal graphs and
complements of bipartite graphs. In Section 3 we prove that, in contrast to what hap-
pens with greedy colourings, there are graphs G for which there is no connected greedy
colourings with χ(G) colours. Motivated by this fact, we define χc(G) as the smallest
k such that the graph admits a connected greedy colouring with k colours. We prove
that χc(G) ≤ χ(G)+1, for any graphG. We then show that, given a graphG, deciding
if χc(G) = χ(G) is a NP-hard problem.

2 The worst-case behaviour

In order to analyse the worst-case behaviour of connected greedy colourings, we define
an analogue of the Grundy number. The connected Grundy number of a graph G, de-
noted Γc(G), is the maximum k such that G admits a connected greedy k-colouring.
Clearly, Γc(G) ≤ Γ (G). The connected greedy algorithm can therefore be seen as an
improved version of the greedy algorithm. Indeed, in contrast to what happens with the
Grundy number, the connected greedy algorithm always finds an optimal colouring if
the input graph is bipartite.

Lemma 1. Let G = (A∪B,E) be a connected bipartite graph with at least one edge.
Then, Γc(G) = 2.

Proof. Let v1 < v2 < · · · < vn be a connected ordering and ψ be the corresponding
greedy colouring. Without loss of generality, suppose v1 ∈ A. We prove by induction
on the number of coloured vertices that all coloured vertices in A are coloured 1 and
in B are coloured 2. This is true if no vertices are coloured. Now we consider what
happens when colouring vi, for 1 ≤ i ≤ k. If vi ∈ A, then any coloured neighbour of
vi is inB and coloured 2. Therefore, ψ(vi) = 1. If vi ∈ B, then i 6= 1 and any coloured
neighbour of vi is in A and coloured 1. Furthermore, since the ordering is connected, at
least one of its neighbours is already coloured so ψ(vi) = 2. ut

On the other hand, planar graphs and chordal graphs are examples of graph classes
which have connected greedy colourings arbitrarily far from optimal. Before we prove
these results, we need the following auxiliary results. If graphs G and H are vertex
disjoint, let the join G∨H of G and H be the graph obtained from a copy of G, a copy
of H and adding all possible edges with one endpoint in G and another in H . Say that
a graph G is null if V (G) = ∅ and non-null otherwise.

Lemma 2. Let G and H be vertex disjoint non-null graphs. Also let ψG and ψH be
greedy colourings of G and H with kG and kH colours, respectively. Then there is a
connected greedy colouring of the join graph G ∨H that uses k = kG + kH colours.
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Proof. Let σG = v1 < v2 < · · · < vp and σH = u1 < u2 < · · · < uq be the orderings
of V (G) and V (H) such that the greedy algorithm produces the colourings ψG and ψH ,
respectively. Moreover, let σG∨H = v1 < u1 < u2 < · · · < uq < v2 < · · · < vp be a
vertex ordering of V (G∨H). Since all vertices in G are adjacent to all vertices in H in
the graph G ∨ H , σG∨H is a connected order. The greedy algorithm applied to σG∨H
first colours v1 with colour 1, and then colours the vertices from V (H) with colours
{2, . . . , kH + 1}, assigning to u ∈ V (H) the colour ψH(u) + 1. Now the vertices
v2, v3, . . . , vq all have neighbours with colours from {2, . . . , kH + 1}. Therefore, any
vertex v ∈ V (G) will be coloured 1 if ψG(v) = 1 and coloured kH +ψG(v) otherwise.

ut

Corollary 1. If G and H are disjoint non-null graphs, then Γc(G ∨ H) = Γ (G) +
Γ (H).

Proof. First note that Γc(G ∨H) ≤ Γ (G ∨H) = Γ (G) + Γ (H). Now, given greedy
colourings ofG andH with Γ (G) and Γ (H) colours, respectively, Lemma 2 states that
there is a connected greedy colouring of G∨H with Γ (G)+Γ (H) colours. Therefore,
Γc(G ∨H) ≥ Γ (G) + Γ (H) which completes the result. ut

Let Kn denote the complete graph on n vertices.

Proposition 1. For everyM ≥ 0, there is a chordal planar graphG such that Γc(G)−
χ(G) =M .

Proof. Consider a copy H of the binomial tree BM+2. Clearly, H is planar, as it is a
tree. Every tree is outerplanar, meaning it admits a drawing in which every vertex is
in the outer face. Therefore the graph H ′ = H ∨ K1 is also planar. Furthermore, any
cycle in H ′ must use the unique vertex v in K1. Therefore, H ′ is also chordal since v
is adjacent to all vertices in H . Moreover, we have χ(H ′) = 3. Now, Corollary 1 tells
us that Γc(H ′) =M + 3. ut

Now we consider the computational complexity of determining the connected Grundy
number of a graph. We say that a family of graphs G is closed under universal vertices
if, given a graph G ∈ G, the graph G′ = G ∨K1 also belongs to G.

Proposition 2. Let G be a family of graphs closed under universal vertices such that,
given G ∈ G and an integer k, the problem of deciding if Γ (G) ≥ k is NP-complete.
Then the problem of deciding if Γc(G) ≥ k, given G ∈ G and an integer k, is also
NP-complete.

Proof. Let G ∈ G and k ∈ N. Let G′ be the graph G ∨K1. From Corollary 1, we have
that Γc(G′) = Γ (G) + 1. Therefore, Γ (G) ≥ k if and only if Γc(G′) ≥ k + 1. ut

Since chordal graphs and complements of bipartite graphs are graph classes that are
closed under universal vertices, and because of the NP-completeness results that were
mentioned before, the following result is immediate.

Theorem 1. Given a graph G and an integer k, deciding if Γc(G) ≥ k is a NP-
complete problem. The problem remains NP-complete even if the graph G is restricted
to chordal graphs or complements of bipartite graphs.
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3 The best-case behaviour

As previously mentioned, for every graphG there is a greedy colouring ofG using χ(G)
colours. In this section, we prove that the same is not true when considering connected
greedy colourings. More precisely, we prove the following theorem.

Theorem 2. For every k ≥ 3, there is a k-chromatic graph Hk with no connected
greedy colouring with k colours.

Thus, it makes sense to define the minimum number of colours χc(G) in a con-
nected greedy colouring of G. A natural question would be to ask if χc(G) is bounded
by a function of χ(G). We prove such a function exists and that, in fact, χc(G) is
bounded by χ(G) + 1.

Theorem 3. For any connected graph G, we have χc(G) ≤ χ(G) + 1.

Consider the graph Gk, k ≥ 3, depicted in Figure 3.
Let Xk and Zk denote the vertex sets of the copies of Kk−1 adjacent to only {a, b}

and to only {c, d} respectively, and let Yk denote the vertex set of the remaining copy
of Kk−1, which is adjacent to all four vertices.

Fig. 1. The graph Gk.

Since in Gk, Xk ∪ {a} is a clique on k vertices, we have χ(Gk) ≥ k. To see that
χ(Gk) = k, consider the following k-colouring of Gk. Arbitrarily colour the vertices
in Xk, Yk and Zk with colours in the set {1, . . . , k − 1} and colour a, b, c and d with
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colour k. Indeed, in the following result we prove that a, b, c and d must always have
the same colour in any k-colouring of Gk.

Lemma 3. Let ψ be a k-colouring of Gk. Then, ψ(a) = ψ(b) = ψ(c) = ψ(d).

Proof. In any k-colouring ψ of Gk, the vertices of Xk have k − 1 distinct colours.
Therefore ψ(a) = ψ(b), for otherwise we would need more than k colours. With a
similar argument on Zk we have ψ(c) = ψ(d). Since Yk induces a clique on k − 1
vertices, it should be coloured with k − 1 distinct colours. They should be different
from ψ(a), since all vertices are adjacent either to a or b, and φ(a) = φ(b). Therefore,
since the vertices in Yk are also adjacent either to c or d, we get that ψ(a) = ψ(b) =
ψ(c) = ψ(d). ut

Let v be a vertex of G and α be a colour. A (v, α)-connected greedy colouring of
G is a colouring obtained from a connected ordering that starts from v by colouring v
with colour α and then colouring the remaining vertices with the greedy algorithm.

Lemma 4. Let v ∈ V (Gk) and α be a colour in {1, . . . , k}. In any (v, α)-connected
greedy k-colouring of Gk, the vertices a, b, c and d have a colour at most dk−12 e+ 1.

Proof. Consider a (v, α)-connected greedy k-colouring ofG and, by symmetry, say that
v ∈ Xk ∪ Yk ∪ {a, b}. Since we follow a connected ordering and {c, d} is a vertex cut,
no vertex from Zk is coloured before at least one of {c, d} is coloured. Let z be the first
vertex in the set {c, d} that is coloured. Then the only neighbours of z that may have
already been coloured are the ones from Yk, and therefore z has at most dk−12 e coloured
neighbours. Therefore, the colour of z is at most dk−12 e+1, and from Lemma 3 we get
that a, b, c and d get the same colour which is at most dk−12 e+ 1. ut

In particular, Lemma 4 implies that a colouring of Gk obtained by giving vertex
a (alt. b, c or d) a colour greater than dk−12 e + 1 and extending that colouring in a
connected greedy way will always use more than k colours.

We are ready to prove Theorem 2.

Proof (of Theorem 2). Let Hk be the graph obtained as follows. Take dk−12 e+2 copies
of Gk and add edges joining all copies of a, thus forming a (dk−12 e+2)-clique K with
these vertices. Since all copies of a are cut vertices separating the copies of Gk from
the clique K, we can paste colourings of Gk with each copy of a receiving a different
colour to colour Hk with k colours. Furthermore, since Hk contains at least one copy
of Gk we have χ(Hk) = k.

Assume to the contrary that σ is a connected ordering of V (Hk) such that the greedy
algorithm gives a k-colouring ψ of Hk. Since K forms a clique, there is at least one
copy of vertex a with a colour α at least dk−12 e+ 2 and call this vertex w. Let v be the
first vertex in the connected order σ and let W be the set of vertices corresponding to
the copy of Gk to which w belongs. Furthermore, let σW be σ restricted to the vertices
in W and ψW be the colouring of Gk obtained from the vertices in W . Since w is a
cut vertex in Hk, then σW is connected. Therefore, if v ∈ W , then ψW is a (v, 1)-
connected k-colouring of Gk which colours w with colour α. If v 6∈ W , then ψW is a
(w,α)-connected k-colouring ofGk. In either case, we get a contradiction to Lemma 4.

ut
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We now show that χc(G) is never greater than χ(G) + 1, for any graph G.

Lemma 5. Let G be a connected graph and v a vertex such that G−v is k-colourable.
For any positive integer α, there is a (v, α)-connected greedy colouring such that no
vertex in G− v get a colour larger than k + 1.

Proof. Since G − v is k-colourable, let S1, . . . , Sk be a partition of V (G − v) into k
stable sets. By induction on k, we prove the stronger assumption that there is a (v, α)-
connected greedy colouring such that no vertex in Si gets a colour larger than i+1, for
1 ≤ i ≤ k. The result is valid when k = 0 as G− v is null.

Assume k ≥ 1. We give an algorithm to obtain the desired colouring. To do so,
let H = G − v − Sk and let C be the set of connected components of H . Start by
colouring v with α. We then break the colouring procedure into three phases. In the
first phase, we only colour vertices if α = k + 1. In the second phase, we colour any
uncoloured component of C that contains a neighbour of v. In the third phase, we colour
the remaining vertices.

Phase 1. If α = k + 1, then let W = NG(v) ∩ Sk. If W is not empty, we proceed
as follows. Start by colouring all vertices in W . Since α ≥ 2, then all vertices in W
are coloured 1. Let G′ be the graph obtained from H by adding a vertex w adjacent to
any vertex adjacent to W in G− v, i.e, NG′(w) = NG−v(W ). Let C be the component
of G′ that contains w and note that (S1 ∩ V (C)), . . . , (Sk−1 ∩ V (C)) is a partition of
C − w into k − 1 stable sets. By the induction hypothesis, there is a (w, 1)-connected
greedy colouring ψC of C such that no vertex in Si gets a colour larger than i + 1, for
1 ≤ i ≤ k− 1. We claim that colouring the vertices in V (C)−{w} according to ψC is
a (v, α)-connected colouring of G[(V (C)−{w})∪W ∪ {v}]. Indeed, any vertex in C
is adjacent to w if, and only if, it is also adjacent to a vertex of W in G. Furthermore,
any vertex z in C is coloured with a colour no larger than k and, therefore, z is coloured
with colour ψC(z) by the greedy algorithm even if z is adjacent to v, as v is coloured
α = k + 1.

At the end of Phase 1 we have the following property which is maintained until we
end our colouring algorithm: any uncoloured vertex in Sk has no neighbour coloured
k + 1. Indeed, all neighbours of v have been coloured if α = k + 1, no two vertices in
Sk are adjacent as Sk is stable and vertices in Si, for i < k, get colours at most k. Also
note that any component in C is either fully coloured or contains no coloured vertices.
Furthermore, any component of C that is uncoloured has no neighbour in W .

Phase 2. Let Cv ⊆ C be the set of uncoloured components of C that contain a
neighbour of v. By the properties obtained at the end of Phase 1, these components
have no coloured vertices and no coloured neighbour in G other than v. Let VCv =⋃
C∈Cv V (C). Let Ĝ be the subgraph of G induced by VCv ∪ {v} and note that (S1 ∩

VCv ), . . . , (Sk−1 ∩ VCv ) is a partition of Ĝ− v into k − 1 stable sets. By the induction
hypothesis, there is a (v, α)-connected greedy colouring ψCv of Ĝ such that no vertex
in Si gets a colour larger than i + 1, for 1 ≤ i ≤ k − 1. We colour the vertices in VCv
according to ψCv .

At the end of Phase 2, we maintain the property that any component in C is either
fully coloured or has no coloured vertex. Furthermore, no vertex in any uncoloured
component of C has any coloured neighbour.
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Phase 3. In Phase 3, ifG has any uncoloured vertices, then we colour the remaining
vertices in a sequence of steps. At each step, we colour one vertex w in Sk and all
components of C that contain at least one neighbour of w. At the end of each step, we
maintain the property that each component in C is either fully coloured or contains no
coloured vertex. Furthermore, no vertex in any uncoloured component of C has any
coloured neighbour. Note that this is true initially as observed at the end of Phase 2.

The structure of each step is as follows. If G has any uncoloured vertex, then there
exists an uncoloured vertex w ∈ Sk adjacent to at least one coloured vertex. Indeed
this must be the case as G is connected and no uncoloured component of C contains
any coloured neighbour. Colour w greedily and let this colour be β. Since w has no
neighbour with colour k + 1, then β ≤ k + 1. From here, we follow a structure similar
to what was done in Phase 2. Let Cw ⊆ C be the set of uncoloured components of C
that contain a neighbour of w. By the properties obtained at the end of Phase 2 and
between steps, these components have no coloured vertices and no coloured neighbour
in G other than w. Let VCw =

⋃
C∈Cw V (C). Let G′′ be the subgraph of G induced by

VCw∪{w} and note that (S1∩VCw), . . . , (Sk−1∩VCw) is a partition ofG′′−w into k−1
stable sets. By the induction hypothesis, there is a (w, β)-connected greedy colouring
ψCw of G′′ such that no vertex in Si gets a colour larger than i+ 1, for 1 ≤ i ≤ k − 1.
We colour the vertices in VCw according to ψCw .

Since we coloured all vertices in components of C that contain a neighbour of w,
the desired property between steps is maintained. Therefore, this algorithm continues
until all vertices in G are coloured obtaining the desired colouring. ut

With Lemma 5, proving Theorem 3 is simple.

Proof (of Theorem 3). Let G be any connected k-chromatic graph and let v be any
vertex of G. Since G − v is k-colourable, we can apply Lemma 5 to obtain a (v, 1)-
connected greedy colouring of G such that no vertex of G− v gets a colour larger than
k+1. Since this colouring starts by colouring v with colour 1, this is a connected greedy
colouring of G and no vertex has colour larger than k + 1. ut

A natural question that arises is the computational complexity of deciding if χc(G) =
χ(G), given a connected graph G.

Theorem 4. Let G be a connected graph. To decide if χc(G) = χ(G) is a NP-hard
problem.

Proof. Consider the k-COLOURABILITY problem, in which the input is a graph G and
the question is whether χ(G) ≤ k. 3-COLOURABILITY restricted to 4-regular graphs
is NP-hard [4]. To see that it is also NP-hard for k > 3, observe that if v is a universal
vertex, χ(G) = χ(G− v) + 1, and therefore an instance of (k − 1)-COLOURABILITY
can be reduced to one of k-COLOURABILITY by adding a universal vertex. As a con-
sequence of this reduction, k-COLOURABILITY is NP-hard for k ≥ 4, even if the input
graph G has a universal vertex and χ(G) < 2k. Let G be a graph with these properties.
Let H be the graph obtained from G as follows. For every v ∈ V (G), add a copy Gv of
G2k−1 and identify v with the copy of vertex a. Then, since χ(G2k−1) = 2k − 1 and
χ(G) < 2k, we get that χ(H) = 2k − 1. We now prove that χc(H) = χ(H) if and
only if χ(G) ≤ k.
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Suppose χc(H) = χ(H) and let c be a greedy connected colouring of H with
χ(H) colours. Any vertex v ∈ V (G) is coloured at most k, since otherwise there is a
connected greedy colouring ofG2k−1 in which vertex a has a colour in {k+1, . . . , 2k−
1}, contradicting Lemma 4. The restriction of c to the copy of G in H is a colouring
with at most k colours, implying χ(G) ≤ k.

Suppose now that χ(G) ≤ k. In this case, there is a greedy colouring of G that uses
at most k colours. Since G has a universal vertex, this greedy colouring can be made
a connected colouring, by rearranging the colour classes so that the universal vertex
receives colour 1. Let c be the partial colouring of H in which the vertices from G are
coloured according to the previous colouring. For any vertex v ∈ V (G), since its colour
is at most k, we may colour the vertices in Gv using only colours smaller than 2k − 1
and while keeping the colouring connected. In this way we obtain a greedy connected
colouring of H that uses no colour larger than 2k − 1. Since χ(G2k−1) = 2k − 1, we
have that χ(H) ≥ 2k − 1, and therefore χc(H) = χ(H) = 2k − 1. ut
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